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Recent Incident about DDoS attack: 



Difference between DoS vs DDoS :

DoS : Denial of Service
Attack the DUT(Services/Protocols) from single device

DDoS : Distributed Denial of Service
Attack the DUT(Services/Protocols) from multiple device

How do you know if an attack is happening?

Symptoms 
Unusually slow (opening files or accessing websites),
•Unavailability of a particular website, or
•An inability to access any website.

Confirm TEST:via network traffic monitoring and analysis.



Types of DoS/DDoS Attack :



Context-What ITSAR/3GPP Says?

• Section 4.2.3.3.1  → System handling during overload situations 

ITSAR-Network Level and application-level DDoS

The system shall provide security measures to deal with overload situations which may occur as a result of a 
denial of service attack or during periods of increased traffic, or reach the congestion threshold

NE shall have protection mechanism against Network level and Application-level 
DDoS attacks. NE shall provide security measures to deal with overload situations 
which may occur as a result of a denial of service attack- (Attack generator) or 
during periods of increased traffic.----(Traffic Generator)

Testing
Test case: Refer to test case in clause 4.2.3.3.3.



Context-What ITSAR/3GPP Says?
• Section 4.2.3.3.1 ->System handling during excessive overload situations

• Excessive Overload Protection

• The system shall act in a predictable way if an overload situation cannot be prevented. A system 
shall be built in this way that it can react on an overload situation in a controlled way. However it is 
possible that a situation happens where the security measures are no longer sufficient.

• In such case it shall be ensured that the system cannot reach an undefined and thus potentially 
insecure state. In an extreme case this means that a controlled system shutdown is preferable to 
uncontrolled failure of the security functions and thus loss of system protection.

• Simulate a Overload Situation-Push to the limit--- Can be by DDoS or Increased Traffic

• Test Name: TC_SYSTEM_HANDLING_OF_OVERLOAD_SITUATIONS

• NOTE: This test case covers requirements 4.2.3.3.1 and this requirement4.2.3.3.3.



Volume/Protocol based DoS/DDoS Attack :

1. Random Source Attack : In this attack, an attacker can send multiple random packets with different source addresses 
to the target machine which may cause the Distributed denial of service attack. It is difficult to identify the actual 
source address after an incident occurs.

      Ex : # hping3 -S -p 80 127.0.0.1 — flood — rand-source
2. SMURF Attack : This is a kind of DDoS attack in which spoofed source address send a large amount of ICMP packets to 

the target address. It uses a victim address as a source address to send/broadcast the multiple ICMP ping request.
       Ex : # hping3 — icmp — flood 127.0.0.1 -a 127.0.0.1 
3. LAND Attack : This is a kind of DoS (Denial of Service) attack in which a packet is sent to a target machine with the 

same address ( Source Address and destination address the same).
       Ex : hping3 -S -p 80 127.0.0.1 -a 127.0.0.1
4. SYN Flood Attack : Syn flood is also known as a half-open attack. In this attack, the attacker sends multiple connection 

requests to perform the distributed denial of service attack.
       Ex : # hping3 -S -p 80 Target — flood
5. TCP Sequence Prediction Attack (ISN Prediction) : When a packet is sent or received from client to server, usually each 

packet contains a sequence number which helps to keep tracking of received and acknowledged data packets. 
Sometimes attackers exploit the sequence number of TCP packets and to commit attacked to perform malicious 
activities. The aim of this attack is to predict the sequence number used to identify the packets in a TCP connection, 
which can be used to counterfeit packets. Below is the command to identify the sequence number of TCP Packets

       Ex : # hping3 -S -p 80 -Q 127.0.0.1

Tools Used : hping3, any commercial tool



What is hping3 ?   

• hping3 is a network tool able to send custom ICMP/UDP/TCP packets and to display target replies like ping 
does with ICMP replies. 

• It handles fragmentation and arbitrary packet body and size, and can be used to transfer files under 
supported protocols. 

• Using hping3, you can test 
❖ firewall rules, 
❖ perform (spoofed) port scanning, 
❖ test network performance using different protocols, 
❖ do path MTU discovery, 
❖ perform traceroute-like actions under different protocols, 
❖ fingerprint remote operating systems, 
❖ audit TCP/IP stacks.



Test Setup :

Tester Machine(Client Machine - Hping3)
OS : Ubuntu 22.04
Src.IP : 192.168.129.21/24

DUT Machine(Server Machine)
OS : Windows 10 Pro
Src.IP : 192.168.129.22/24

1 Gbps ethernet Link

Test Plan : Perform Flood based attacks
1) ICMP
2) TCP(SYN, ACK, RST, FIN, other flgs also)
3) UDP
4) RAW IP

Test Case I : Desktop environment



1. ICMP Flood Traffic :

1.1 Before ICMP flood traffic at client side 

1.2 After ICMP flood traffic at client side 

1.3 After ICMP flood traffic at Server side 

Commands Info :
# sudo hping3 –d 65495 --icmp –flood 192.168.129.22 
-d -> data size(payload)
--icmp -> use ICMP protocol
--flood -> Don’t wait for reply. Keep send packets as much 
possible
 



2. TCP SYN Flood Traffic :

2.1 SYN flood traffic at client side 2.2 SYN flood traffic at Server side 

Commands Info :
# sudo hping3 –d 65495 --syn --flood 192.168.129.22 
-d -> data size(payload)
--syn -> use TCP SYN protocol
--flood -> Don’t wait for reply. Keep send packets as much 
possible
 



3. UDP Flood Traffic :

3.1 UDP flood traffic at client side 3.2 UDP flood traffic at Server side 

Commands Info :
# sudo hping3 –d 65495 --udp --flood 192.168.129.22 
-d -> data size(payload)
--syn -> use UDP protocol
--flood -> Don’t wait for reply. Keep send packets as much 
possible
 



4. RAW IP Flood Traffic :

4.1 Raw IP flood traffic at client side 4.2 Raw IP flood traffic at Server side 

Commands Info :
# sudo hping3 –d 65495 --rawip --flood 192.168.129.22 
-d -> data size(payload)
--syn -> use IP(RAW) protocol
--flood -> Don’t wait for reply. Keep send packets as much 
possible
 



Test Setup :

Hybervisor 1(Client Machine - Hping3)
OS : Ubuntu 20.04
IP : 192.168.20.5/24

Hybervisor 2 (Server Machine)
OS : Windows 10 Pro
IP : 192.168.20.4/24

10 Gbps SFP Link

Test Plan : Perform Flood based attacks
1) ICMP
2) TCP(SYN, ACK, RST, FIN, other flgs also)
3) UDP
4) RAW IP

Test Case II : Server environment



1. ICMP Flood Traffic :

1.1 ICMP flood traffic at both server and client side  



2. TCP SYN Flood Traffic :

2.1 TCP SYN flood traffic at both server and client side  



3. UDP Flood Traffic :

3.1 UDP flood traffic at both server and client side  



4. RAW IP Flood Traffic :

4.1 RAW IP flood traffic at both server and client side  



Hping3 Commands Info :



Mitigation of Volume/Protocol based Attacks :

ICMP Flood :

•Firewall Rules: Blocking ICMP echo requests can prevent ping flood attacks.

•Rate Limiting: Limiting the number of ICMP packets from a single source.

•Intrusion Detection Systems (IDS): Detecting and blocking ping flood attacks.

TCP SYN Flood :

•SYN Cookies: A technique where the server sends a cookie in the SYN-ACK packet instead of allocating resources 

immediately.

•Rate Limiting: Limiting the number of SYN packets from a single source.

•Firewall and Intrusion Prevention Systems (IPS): Detecting and blocking SYN flood attacks.

UDP Flood :

ICMP Rate-Limiting: By limiting the rate at which ICMP responses are sent at the operating system level, systems can prevent 
being overwhelmed by the flood of return packets.
Firewall-Level Filtering: Deploying firewalls at strategic points in a network can filter out malicious traffic. With this approach, 
the potential victim neither receives nor responds to the malicious UDP packets.
Fingerprint Filtering : The features of attack packets may be hidden in the data segment, source IP address, source port, 
destination IP address, and destination port of UDP packets. The known attack features can be directly added to the filter 
parameters of the device. After static fingerprint filtering is configured, the device discards or rate-limits the traffic of the 
packets that match the attack features.



• Attacker directly attacks the L-7 protocols/services/applications.
• Most commonly used application protocol is HTTP(S). So, Attacker send HTTP traffic to 

the DUT(Victim).
• Tools : Slowloris, R.U.D.Y

Application Layer Attacks :



Webserver Architecture  

Event basedThread based

Thread based : For each HTTP request, It will create a new thread and the new 
thread will create a new process. So, Server resource consumption will be more.
Ex: Apache

Event based : For each HTTP request, It will use the same thread. So, Server 
resource handled efficiently. 
Ex: Nginx

How HTTP request processed?



Slowloris(DoS/DDoS) :

What is slowloris?
Slowloris is basically an HTTP Denial of Service attack that affects threaded servers

Slowloris Attack Flow : 
1.We start making lots of HTTP requests.
2.We send headers periodically (every ~15 seconds) to keep the connections open.
3.We never close the connection unless the server does so. If the server closes a connection, we create a new 
one keep doing the same thing.
This exhausts the servers thread pool and the server can't reply to other people.



Test Setup: 

Apache(XAMPP) Server 
running in Host 
OS(Windows 10)

Slowloris tool running in 
WSL(Linux) of Host system



Test Case 1 : Send Request
Description : Slowloris tool sending partial HTTP request to Apache(XAMPP) server

Slowloris.py -> python script for generating 
partial HTTP request
--https -> use HTTPS request packet
-p -> Webserver Port       -v -> version  

1.1 Before running slowloris 1.2 After running slowloris



Wireshark Analysis:



Test Case 2 : Send Request
Description : Slowloris tool sending partial HTTP request to 
Apache(XAMPP) server



Slowloris Command Info:



Mitigation of Application layer based Attacks :

Activate a WAF: A Web Application Firewall (WAF) is a set of rules or policies that helps 
protect web applications or APIs from malicious traffic. WAF sits between an application and 
the HTTP traffic and filters the common web exploits that can affect availability.
There are various WAF solutions available, but you need to analyze which WAF solution is 
suitable for your application.

Rate Limit
Attackers can make so many repeated calls on the APIs. It can make resources unavailable to 
its genuine users. A rate limit is the number of API calls or requests that a user can make 
within a given time frame. When this limit is exceeded, block API access temporarily and 
return the 429 (too many requests) HTTP error code.



DoS/DDoS Tools used in our ITSAR  :

2.8.1 Network Level and application-level DDoS
Requirement:
UPF shall have protection mechanism against Network level and Application-level DDoS attacks.
UPF shall provide security measures to deal with overload situations which may occur as a
result of a denial of service attack or during periods of increased traffic. In particular,
partial or complete impairment of system availability shall be avoided.
For example, potential protective measures may include:
- Restricting of available RAM per application
- Restricting of maximum sessions for a Web application
- Defining the maximum size of a dataset
- Restricting CPU resources per process
- Prioritizing processes
- Limiting of amount or size of transactions of an user or from an IP address in a specific
time range
- Limiting of amount or size of transactions to an IP address/Port Address in a specific time
range
[Reference: TEC 25848:2022 / TSDSI STD T1.3GPP 33.117-16.7.0 V.1.0.0. Section 4.2.3.3.1]



DoS/DDoS Tools used in our ITSAR(Continued) :

2.8.2 Excessive Overload Protection
Requirement:
UPF shall act in a predictable way if an overload situation cannot be prevented. UPF shall
be built in this way that it can react on an overload situation in a controlled way.
However, it is possible that a situation happens where the security measures are no longer
sufficient. In such case it shall be ensured that UPF cannot reach an undefined and thus
potentially insecure, state.
OEM shall provide a technical description of the UPF’s Over Load Control mechanisms.
(especially whether these mechanisms rely on cooperation of other network elements e.g.
RAN)
[Ref: TEC 25848:2022 / TSDSI STD T1.3GPP 33.117-16.7.0 V.1.0.0. Section 4.2.3.3.3]



Thank You
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